
ON THE ANALYTICAL STUDY OF THE SERVICE  
QUALITY OF INDIAN RAILWAYS UNDER  
SOFT-COMPUTING PARADIGM

Saibal MAJUMDER1, Aarti SINGH2, Anupama SINGH3, 
Mykola KARPENKO4, Haresh Kumar SHARMA5 ,  
Somnath MUKHOPADHYAY6

1 Dept of Computer Science and Engineering (Data Science), Dr. B. C. Roy Engineering College, Durgapur, India
2 FORE School of Management, New Delhi, India
3 Dept of Strategic Environmental Management, Birla Institute of Management Technology, Greater Noida, India 
4 Dept of Mobile Machinery and Railway Transport, Vilnius Gediminas Technical University, Vilnius, Lithuania
5 Dept of Operations Management and Decision Sciences, Birla Institute of Management Technology, Greater Noida, India
6 Dept of Computer Science and Engineering, Assam University, Silchar, India

Highlights:
 ■ 7 vital attributes of the most popular trains of Indian Railways are considered;
 ■ the overall performance of the trains is rated based on 7 important related attributes;
 ■ a rough set decision support system based on several rules is put into place to analyse the importance of train attributes and assign a performance 
rating;

 ■ a comparative analysis based on seven performance metrics is conducted, which eventually predicts the overall train rating by employing 3 ML estima-
tors – the ETC, SVMC, and MNBC.

Article History: Abstract. Indian Railway Catering and Tourism Corporation (IRCTC) is among the busiest railways reservation systems 
since the Indian Railways (IR) is the vital and economical mode of transportation in India. Hence, rating of the trains 
seems to be critical aspect for selecting an appropriate train for travelling. In this study, we have considered 7 vital 
attributes of 500 popular trains and rate their performance based on 7 important related attributes. For this purpose, 
we have employed 2 different approaches to analyse of the train attributes, which eventually contribute to the overall 
performance of the trains. Here, we have developed a rule based rough set decision support system to analyse the 
criticality of the train attributes while rating the train performance. Furthermore, we have also used 3 Machine Learn-
ing (ML) model estimators: Extra Trees Classifier (ETC), Support Vector Machine Classifier (SVMC) and Multinomial 
Naive Bayes Classifier (MNBC) and perform their comparative analysis with respect to 7 performance metrics while 
predicting the overall train rating based.
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Notations

ANP – analytic network process;
AUROCCS – area under the receiver operating character-

istic curve score;
DEMATEL – decision making trial and evaluation labora-

tory;
DMS – data mining scaffolding;
ETC – extra trees classifier;
HL – hamming loss;

HL–RF – Hasofer Lind and Rackwitz Fiessler;
IR – Indian Railways;

IRCTC – Indian Railway Catering and Tourism Corpo-
ration;

IRRS – Indian Railway Reservation System;
MCC – Matthew’s correlation coefficient;

ML – machine learning;
MNBC – multinomial naive Bayes classifier (MNBC);
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RFECV – recursive feature elimination with cross vali-
dation;

ROSE – rough sets data explorer;
RST – rough set theory;

SVMC – support vector machine classifier;
UCI – University of California Irvine (Irvine, CA, US).

1. Introduction 

The service quality is one of the crucial factors while opt-
ing any transportation system. In India, there are different 
transportation systems like road transportation system, 
air transportation and rail transportation system, however, 
Indian rail transportation has been considered as most 
cost effective transportation system for long distance. As 
rail transportation is widely opted, to travel it makes IR as 
most business transportation system and to smooth the 
process of such crowded system required computing. The 
soft-computing system has been adopted by the IR most 
easy and supporting process. In this study, the service 
quality system has been analysed under soft-computing 
of IR by using RST and ML.

Ever since RST (Pawlak 1982, 1991; Pawlak, Skowron 
2007) has been proposed, it has become an extremely cru-
cial mathematical technique for handling uncertainty and 
vagueness. Not only researchers but engineers also utilize 
the technique for as it is a valuable alternative for other 
theories like vague, fuzzy set and many more. The extent 
of utilization of RST includes medical and health sciences, 
banking sector, data mining, marketing and other systems. 
The primary goal of RST is to utilize the lower approxima-
tion set and upper approximation set or more commonly 
referred to as 2 crisps for identifying the approximation of 
a set. Both the sets have equal responsibilities; the upper 
approximation includes the categories that might (prob-
ably) belong to a set, whereas the lower approximation 
inculcates the categories that positively belong to the 
set. This collected data is represented in a tabular format, 
which is called the information table.

Zhang et al. (2019) applied the reliability theory, which 
was originated from the HL–RF algorithms for the rail-
ways transport chain data in China. Vojtek et al. (2021) 
studied the Radioblock Railway Safety System and how 
various deep analysis can improve and enhance the safety 
features further; the research also suggested the utiliza-
tion in European Traffic Control System in comparison to 
Radioblock Railway Safety System. Guo & Dong (2021) 
statistically analysed the effect and function of railways in 
enhancing the trade in China. Rao (2021) utilized DEMA-
TEL-ANP based multi-criteria decision-making model for 
understanding and evaluating sustainability indicators of 
intercity railway transport in Taiwan. Cascetta et al. (2020) 
cited a case study that depicted the effect of high speed 
railways on the transport accessibility and development of 
the economy in Italian Railways. 

Donaldson & Hornbeck (2016) computed the data of 
1890 by utilizing the market access approach and under-

stood how railroads impacted the agriculture sector. He 
found that the value of land around the areas that were 
connected with railroads increased by 60% between the 
years from 1870 to 1890. As far as the decision-making 
process that revolves around the theory of rough set is 
involved, Sharma et al. (2018) projected the concept of 
RST. Furthermore they employed them for determining 
the weight values of any criteria under analysis through 
the best-worst method. Consecutively, Ye et al. (2021) pro-
posed an approach that was based on fuzzy-rough set 
wherein there were multiple attributes that could aid in 
reaching to a decision. Further, they also demonstrated 
the practicability of the projected approach by solving 
the shape selection problem that was present in the UCI 
database. Of late, Hu et al. (2021) proposed a model for 
removing any unnecessary data, creating a valuable sub-
sets of identified attributes and finally calculating the de-
gree of dependency in a weighted neighbourhood rough 
set. This model can be further validated by applying it 
to biomedical and ML datasets. In addition to the above 
cited research, there is more research on railway safety 
and transportation (Rao 2021; Vojtek et al. 2021; Cascetta 
et al. 2020; Stević et al. 2017; Velaga et al. 2022; Sharma 
et al. 2018).

In recent times, there are some studies on transporta-
tion domain, where various ML approaches are adopted. 
Yan & Chen (2021) proposed a study related to the pre-
diction of the traffic volume of various random section of 
the city using graph convolution neural network model. 
Rasaizadi et al. (2021) employed ML models to predict the 
traffic states of the segments of a road network of the rural 
region. Liu (2022) proposed a study on the refinement of 
the urban traffic conditions using ML and edge computing 
techniques. Raju et al. (2022) incorporated both ML and 
deep learning models for predicting the condition of the 
heterogeneous traffics. Subsequently, Huang (2022) used 
a SVMC for real time early safety warning of the traffic 
stream. Afterwards, He & Li (2022) proposed an economic 
forecasting model based on deep learning approach for 
predicting the traffic flow in a smart city. 

Considering the above mentioned literature studies, to 
the best of our knowledge, any investigation on rating the 
trains based on their important inherent attributes is yet 
to be conducted by employing the rough set and machine 
learning approaches. The current article, revolves around 
the case study of the IR. The article utilizes the rough sets 
as the primary data mining tool. The major contributors 
of the research are: 
 ■ a DMS is applied based on the theory of rough sets, 
which would guide and aid the passengers in booking 
their train tickets for any journey effectively. The rele-
vant information regarding the ticket reservation, which 
is important to IRCTC will then be processed effective-
ly through a MCDM approach. This approach focuses 
on the decision-making, which is further controlled by 
various “if–then” decision rules. These decision rules are 
defined by the IRRS, which takes into account other 



S. Majumder et al. On the analytical study of the service quality of Indian Railways under soft-computing paradigm56

relevant and important factors regarding reservation of 
tickets; 

 ■ 3 ML estimators: ETC (Geurts et al. 2006), SVMC (Cortes, 
Vapnik 1995) and MNBC (McCallum, Nigam 1998; Man-
ning et al. 2008) are used dataset under consideration 
and a comparative study is conducted to analyse the 
performance of the estimators.

In the present case study, the rules have been defined 
utilizing the RST and are based on 8 different and relevant 
criteria. The aim and output of the research is to direct the 
passengers efficiently while they are reserving tickets. This 
will be fruitful for the IRCTC, which will suggest the IR for 
enhancing and improving their services and will further 
upgrade their services for improving their customer’s ex-
perience. The manuscript is organized as follows: 
 ■ current Section 1 an introduction;
 ■ in Section 2 we discuss some rudimentary concepts of 
RST;

 ■ the case study related to IRs is discussed in Section 3;
 ■ subsequently, the analysis of the result for our con-
sidered dataset with respect to rough set and ML ap-
proaches are provided in Section 4;

 ■ finally, the epilogue of our study (conclusions) is pre-
sented in Section 5. 

2. Preliminaries 

This section briefly introduces the concept of RST and its 
related properties in the following subsections.

2.1. Data table and indiscernibility  
relation of RST

RST is the derived mathematical solution for handling am-
biguity and uncertainty (Figure 1). It is built on the hypoth-
esis that, to a certain degree, the information is associated 
with every object in the discourse of the universe. The key 
recognising features of the RST are an upper and lower 
approximation (Pawlak 1982, 1991; Pawlak, Skowron 2007). 
The decision object and its related information in RST are 
usually constituted in the form of an information table, 
which is further represented through a 4-tuple information 
system T = A, L, M, a, where A symbolise a finite set of 
entities and, L is the finite set of features and × →  : A L Ma  
is the information system.

For anyone set of features ⊆N L there exist an equiv-
alence relation ( )IND N  such that ( ) ( ) ( ){ }= ∈ × ∀ ∈ =,  |   ,i i jIND N A A Ng g b b g b g

 ( ) ( ) ( ){ }= ∈ × ∀ ∈ =,  |   ,i i jIND N A A Ng g b b g b g , where ( )ib g  represents the 
value of the attribute b for the element gi. ( )IND N  is 
known as the indiscernibility relation.

Given the set of attribute ⊆  N L  and K in A, the lower 
and upper approximation of K are defined as follows:

( )
  ∪ ⊆   

= i i NDN I N
K K Kg| ;  (1)

( )
  = ∪ ∩ ≠   

N i i IND N
K K Kg | .  (2)

The boundary region of set K is described as follow: 

( ) = −N N NBND K K K .  (3)

In other words, the components, which are surely the 
members of the set K in the knowledge base N constitute 
the lower approximation set of K and is denoted by NK . 
Whereas, the probable components, which belong to K 
constitute the upper approximation set of K and is rep-
resented as NK . The objects, which cannot be resolutely 
classify as the objects of K is known as the boundary set 
of K and is expressed as ( )NBND K . If ( ) { }=NBND K  , then 
the lower and upper upper approximation will be equal. 
Otherwise, when ( ) { }≠  NBND K  , then the set K is referred 
to as a rough set with respect to N.

2.2. Accuracy of approximation and reduction  
of knowledge (Pawlak 1991)

Inaccuracy or vagueness in any set arises due to the pres-
ence of a boundary line region. This is inversely propor-
tional to the accuracy of the set; that means that in order 
to increase the accuracy of a set; the boundary line region 
of the category should decrease.

In the context of numbers, we can define accuracy of 
approximation as follows:

( ) = N
N

N

K
K

K
 ,  (4)

where: K  represents the cardinality of any set K.
Clearly, ( )≤ ≤0 1N K . If ( ) = 1N K , K is exact with re-

spect to N, otherwise, K is rough (ambiguous) with respect 
to N, when ( ) < 1.N K

2.3. Reduction of knowledge

Removing attributes that are unnecessary from the data 
set is important as it would shift the focus on the neces-
sary attributes for any information system. Such type of 
attribute subset is termed as reduct and is a crucial part 
of any information system.

2.4. Reduct and core

The core contains the set of all the vital parameters that 
are extremely essential and immovable entities of the in-

Figure 1. A schematic diagram of a rough set
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formation table, they also possess a set of all common 
reducts of M, where M is the set of condition attributes. 

Core can be denoted as follow:

( ) ( )= ∩ C MORE RED M .  (6)

2.5. Decision-making using RST

The reduct set is represented by the necessary attributes 
that are present in the initial data set without any pos-
sible reduction. The minimum rule of that is created from 
the information table possess the following steps from the 
RST. In order to simplify the structure of the decision ta-
ble, rules are made and are listed through the following 
mandatory steps:
 ■ generating an information table of the data set under 
study;

 ■ calculating the upper and lower approximation value of 
the data sets;

 ■ reducing the computation of certain condition attrib-
utes, which is equal to eliminating certain columns from 
the decision table; 

 ■ elimination of redundant attribute value;
 ■ determining the core attributes and identifying minimal 
subset for all decision attributes.

A decision rule in knowledge base system can be ob-
tained in the form of the “if–then”, thus:

( ) ( )= ∧ = ∧ →
1 22if ,   , ...v vb ba g b a g b

( ) =then  , dd va g

∈ ∈for each   ,i M d Db

∈ ∈and   , ,  for every 
i dv v V Ab g .

3. Case study

This section present a case study of the rating of Indian 
trains based on eight attributes. Accordingly, the data re-
quired for the case study is collected from the IR. A related 
illustration of the case study is presented in the following 
subsection.

Information of research problem

IR is the primary and most preferred mode of transporta-
tion opted by Indians. In terms of ranking, it is considered 
as the Asia’s largest and World’s 2nd largest rail network, 

which is fluently working under a single aegis. The parent 
organization’s wing under Government of India is Ministry 
of Railways, which is responsible for its smooth function-
ing. The 1st railway track that was laid down in India ran 
between Mumbai and Thane in the year 1853, various units 
was further installed in India thereafter. The entire network 
thus generated were brought and nationalized under the 
single organization in 1951, the present day IR. In terms 
of furnishing and upgrading the services and amenities, 
IR introduced IRCTC and IRRS, the former is dedicated for 
catering and boosting tourism while the later eases the 
booking and reservation of tickets. The present study fo-
cuses on identifying the best 500 trains running in India. 
The study focuses on the attributes that are preferred and 
selected by any Indian before they plan a journey or trip to 
any destination. Identifying and selecting a suitable train 
and having a confirmed ticket for reaching the destination 
is the most integral part of any journey. 

The data and information required for the success of 
the research has been obtained from various domain ex-
perts from the IR, IRCTC and the primary driving factor, 
feedback from the passengers (IRIS 2023). The decision of 
the passenger is controlled by a decision parameter, which 
is further dependent and governed by various conditional 
parameters. To obtain a valid outcome, certain variable of 
IRRS were incorporated in conditional parameters making 
them the driving force in the present study. These vari-
ables are:
 ■ punctuality of the train (obtained from the interview 
taken of the Deputy Chief Controller / Dispatcher); 

 ■ ticket availability (source websites: IRCTC and IRRS); 
 ■ cleanliness and hygiene, quality of food, rail-fanning (dis-
cussions from various private contractors that are hired 
by IRCTC); 

 ■ safety (guidelines of the Railway Police Force); 
 ■ unreserved coach (source website: IR).

All the attributes, and variable that are considered and 
analysed for the study have been depicted and explained 
in Table 1.

4. Result and discussion

In this section, the analysis of the results and their dis-
cussion are done in 2 subsequent Subsections 4.1 and 
4.2. Specifically, in Subsection 4.1, we have presented the 

Table 1. Information related to IRRS variables

Attributes IRRS variables Explanation

Conditional attributes

cleanliness cleaning condition for a specific train in accordance with IR policies
punctuality scheduled time of the train
food good quality edible
ticket availability selection of availability of train berth on the chosen route
unreserved coach the category, which is not available for reservation through IRCTC
rail-fanning the activities performed by rail-fans’
safety all safety and security precautions for passengers on a certain train

Decision attribute overall-rating conclusive rating of all attributes
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analysis of the results using RST and in Subsection 4.2, we 
have employed the ML techniques and discussed its cor-
responding results. Both these techniques are used on the 
dataset, which we have prepared by gathering the relevant 
data from 2 popular railway websites of India namely:
 ■ https://www.indianrail.gov.in;
 ■ https://www.irctc.co.in/nget/train-search.

The dataset is prepared based on 500 trains for which 
we have considered 7 features:
 ■ cleanliness;
 ■ punctuality;
 ■ food;
 ■ ticket availability;
 ■ unreserved coach;
 ■ rail-fanning;
 ■ safety. 

The values of each feature as well as the target vector 
(overall rating) are categorical in nature and classified as:
 ■ excellent (e); 
 ■ good (g);
 ■ average (a).

4.1. Analysis using RST

The analysis of the dataset based on the RST are subse-
quently presented in the following subsections. 

4.1.1. Approximation sets

Rough set analysis has been applied on the collected data 
set to calculate approximation sets and accuracy of ap-
proximation. The subsequent table depicts the approxima-
tion of sets and accuracy of approximation. 

Table 2, reports and depicts the data set of train for 
the quality of classification and accuracy of approxima-
tion. The table also defines the classification of passengers 
behaviour being 0.8250, thus implies that the boundary 
region has very related to the information. In this case 
study, degree of dependency that is closer to 1 also shows 
that each member of the class has a better dependency 
among all conditional attributes. the Quality of lower ap-
proximation becomes 0.8250.

4.1.2. Decision rules using RST

The data was analysed using RST and the decision rules 
were obtained. These decisions were further applied to 
condition, decision attributes and their intra-relationship. 
A higher support to a particular attribute indicates a better 
decision, thus in this study a support of more than 40 has 

been considered. Predki et al. (1998) applied the algorithm 
for the creation of decision rules. Table 3 depicts that es-
timated results using the decision rules. Rule 1 is defined 
and identified by 2 attributes; punctuality and safety. Thus, 
if the train acquires and average rating in terms of punc-
tuality, it will have an average rating in terms of safety 
and furthermore will having an overall average rating. The 
support of Rule 1 is by 59. Rule 2 is identified by the at-
tributes of cleanliness, food and rail-fanning; if the train 
acquires an average rating in all 3 mentioned traits, it will 
have an overall average rating (support of 42). We have 
obtained decision rule and accuracy of data set using RST 
tools like ROSE2. 

4.1.3. Significance of the condition attributes

The data obtained and the knowledge further generated 
from it can result only one reduct. Thus, after analysis 
every criterion is defined and determined by the condi-
tional attributes of the data set. Their importance is clearly 
indicated by their presence in the decision rules. If a con-
dition attribute has been frequently utilized in any deci-
sion rule and also has a high corresponding support value, 
it is thus an extremely important parameter in terms of 
the decisions taken by passengers about the train. Rule 5 
and 6, depicted in Table 3 identify the attributes of food, 
safety and cleanliness are the most important and decisive 
criteria with a support of 65 and 64 respectively. The ta-
ble also signifies and defines the decision rules where the 
most significant parameters are punctuality, safety, food 
and cleanliness. It can further be elucidated from the data 
of Table 3, that higher customer satisfaction for amenities 
and catering, higher will be the attention of passengers.

In this research, for better decisions, we consider the 
only decision rule that has support greater than 40, as 
higher support indicates a better and more significant de-
cision rule.

The evaluation of the robustness of the decision rules 
is conducted by considering the accuracy based on the 
correctly classified objects. The confusion matrix, which re-
flects the total number of these correctly classified objects 
is reported in Table 4. The final accuracy percentage for 
the model calculated from Table 4 is 85.50%.

4.2. Analysis of results using ML techniques

In this section we have analysed the dataset using 3 ML 
algorithms: 
 ■ ETC (Geurts et al. 2006); 
 ■ SVMC (Cortes, Vapnik 1995); 
 ■ MNBC (McCallum, Nigam 1998; Manning et al. 2008) 

and have performed a comparative study based on the 
importance of the features. For an in-depth analysis, we 
consider the dataset and apply 3 ML estimators on the 
dataset. Here, we have used 3 classifiers namely:
 ■ ETC;
 ■ SVMC;
 ■ MNBC

Table 2. Accuracy of approximation

Average  
(a)

Good  
(g)

Excellent  
(e)

Lower approximation 98 141 176
Upper approximation 170 218 203
Boundary 72 77 27
Accuracy of approximation 0.5765 0.6468 0.8670

https://www.irctc.co.in/nget/train-search
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on the dataset to rate the trains with respect to its 7 im-
portant features: 
 ■ cleanliness;
 ■ punctuality;
 ■ food;
 ■ ticket availability;
 ■ unreserved coach;
 ■ rail-fanning;
 ■ safety. 

The target vector for our dataset is overall rating, which 
rate the 500 trains of our dataset based on the above 
mentioned features. The analysis of the dataset based on 
the above mentioned classifiers are discussed in details in 
the subsequent subsections.

4.2.1. Data pre-processing and feature selection
For the dataset, in each feature, we count the occurrences 
of excellent (e), good (g) and average (a), which are tabulat-
ed in Table 5. Here, we observe that for each feature, total 

occurrences of excellent (e), good (g) and average (a) are 
more than 5%. This fact infer that there does not exist any 
outliers for all the features. For further analysis of the data, 
we have used label encoder of scikit-learn in Python library 
to convert the categorical data to numeric data. Further, 
to recalled the data, min–max scaler from the same library. 
Subsequently, to investigate the chance of the overfitting, 
we have also explored the Pearson correlation coefficient 
between a pair of features as depicted in Figure 2. In this 
figure, we observe that the maximum correlated value is 
0.52 between cleanliness and safety, which we consider 
as significant. In Figure 3, we have presented the density 
plots of each features of our dataset. Here, the density plot 
is essentially the continuous and smooth version of the 
univariate set of observations of each feature visualized as 
histograms. In these density plot, the x-axis represents the 
value of the feature and the y-axis represents the prob-
ability density function for the kernel density estimation 
(Gaussian in our study). The values of a particular feature 
in the x-axis are 0, 1 and 2, which respectively represents 
the 3 discrete labels: excellent (e), good (g) and average (a).  
Furthermore, we observe that cleanliness, food, ticket avail-
ability and unreserved coach have similar distributions of 
data. Whereas, punctuality, rail-fanning and safety have 
identical distribution pattern of data.

Table 3. Certain decision rules of railway information system

Decision rule Support
Rule 1: 
(punctuality = average) & (safety = average) => (overall rating = average) 59

Rule 2: 
(cleanliness = average) & (food = average) & (rail-fanning = average) => (overall rating = average) 42

Rule 3: 
(cleanliness = average) & (unreserved coach = average) & (rail-fanning = average) => (overall rating = average) 42

Rule 4: 
(cleanliness = excellent) & (ticket availability = good) => (overall rating = excellent) 41

Rule 5: 
(cleanliness = excellent) & (safety = excellent) => (overall rating = excellent) 65

Rule 6: 
(food = good) & (safety = excellent) => (overall rating = excellent) 64

Rule 7: 
(cleanliness = excellent) & (punctuality = excellent) & (food = good) => (overall rating = excellent) 47

Rule 8: 
(cleanliness = excellent) & (punctuality = excellent) & (rail-fanning = excellent) => (overall rating = excellent) 51

Rule 9: 
(cleanliness = excellent) & (food = good) & (rail-fanning = excellent) => (overall rating = excellent) 43

Rule 10: 
(punctuality = excellent) & (unreserved coach = good) & (safety = excellent) => (overall rating = excellent) 43

Rule 11: 
(punctuality = excellent) & (rail-fanning = excellent) & (safety = excellent) => (overall rating = excellent) 54

Rule 12: 
(food = good) & (ticket availability = good) & (rail-fanning = excellent) => (overall rating = excellent) 60

Table 4. Confusion matrix for 3 decision classes

 Average (a) Good (g) Excellent (e)
Average (a) 113 20 0
Good (g) 28 139 15
Excellent (e) 1 9 178

Table 5. Occurrences of excellent (e), good (g) and average (a) for each feature in the dataset

Feature value Cleanliness Punctuality Food Ticket availability Unreserved coach Rail-fanning Safety
Excellent (e) 282 254 265 258 229 286 291
Good (g) 131 145 210 152 204 166 109
Average (a) 90 104 28 93 70 51 103
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Figure 2. Correlation matrix between the pairwise features

Figure 3. Density plot of all the features of the dataset
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4.2.2. RFECV

In order to reduce the dimension of the feature matri-
ces, in this study, we have considered scikit-learn’s in-built 
class RFECV, which is popularly used to select those fea-
tures from a training dataset that are most pertinent as far 
as a prediction of the target variable is concerned. Usually, 
some ML algorithms can be deceived by irrelevant fea-
tures, resulting in shoddier performance in their predictive 
capabilities. In such contexts, feature selection becomes 
useful, which select only a subset of features to enhance 
the effectiveness and efficiency of the ML algorithms.  
RFECV uses recursive feature selection with cross-valida-
tion loop to find the optimal features. 

Using RFECV, we determine the optimal features of the 
dataset with respect to 3 the 3 classifiers:
 ■ ETC;
 ■ SVMC;
 ■ MNBC. 

Here, we observe 2 scenarios when each of the 3 clas-
sifiers are considered for RFECV. When, ETC is considered 
with RFECV, then cleanliness, punctuality, food and safety 
are selected as important features of the dataset. However, 
for the remaining 2 classifiers – SVMC and MNBC, all the 
7 features are selected as important.

4.2.3. Performance analysis of classifiers

For the purpose of training the ML algorithms efficiently, 
some important hyperparameters of the classifiers are 
tuned. Accordingly, we have used the Randomized Search 
CV from the in-built scikit-learn library, to determine the 

optimal values of the hyperparameters of the classifiers. 
These hyperparameter values are provided below:
 ■ ETC: criterion = gini, min_samples_split = 10, min_sam-
ples_leaf = 2, max_features = auto, max_depth = 10;

 ■ SVMC: C = 0.5018745921487388, kernel = linear, de-
gree = 1;

 ■ MNBC: alpha = 0.909670656388511, fit_prior = false.
Subsequently, we compare the performance of the 

classifiers with respect to the 10 fold cross-validation 
scores calculated in terms of 7 performance measures: 
 ■ accuracy; 
 ■ precision; 
 ■ recall; 
 ■ f1-score; 
 ■ AUROCCS; 
 ■ HL;
 ■ MCC. 

These values are reported in Table 6. Accordingly, we 
observe that SVMC outperforms both ETC and MNBC in 
terms of all the performance metrics. Furthermore, we 
have also generated the confusion matrices depicted in 
Figure 4 corresponding for ETC, SVMC and MNBC. For this 
purpose, we train each of the classifiers with 80% of the 
data in the dataset and tested the prediction capability of 
the classifiers on the remaining 20% of the data. For this 
purpose, we have also set the random_state of ETC and 
SVMC as 47. From Figure 4, it can also be inferred that, 
the confusion matrix generated by SVMC in Figure 4b is 
superior to the remaining confusion matrices in Figure 4a 
and Figure 4c. 

Table 6. Cross-validation score with respect to the performance metrics generated by ETC, SVMC and MNBC

Classifier Accuracy Precision Recall f1-score AUROCCS HL MCC
ETC 0.841 0.864 0.844 0.849 0.881 0.158 0.766
SVMC 0.861 0.868 0.859 0.862 0.894 0.139 0.791
MNBC 0.713 0.714 0.712 0.712 0.789 0.287 0.575

Figure 4. Confusion matrices of: a  – ETC; b  – SVMC; c  – MNBC
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5. Conclusions

In this article, we have proposed a case study on the IR by 
using and applying the key concepts of rough set analysis 
and ML. From the viewpoint of the RST, the uncertainty of 
the attribute-based data is processed and simplified using 
rough set. Although RST has a wide range of applications, 
its usage in understanding the behaviour of any passenger 
in selecting a train based on its overall rating on the basis 
of various vital parameters including cleanliness, punctuali-
ty, food quality, ticket availability, availability of unreserved 
coach, rail-fanning and safety is limited. Therefore, our ap-
proach in this article is to implement the RST technique 
to understand the behaviour of passengers for selecting a 
train for their upcoming journey based on our proposed 
rough set rule base, which constitute of twelve rules. The 
result obtained following these rules depicts how RST can 
be effectively implemented for mining the data whenever 
a passenger will select a suitable train as per their prefer-
ence for their journey. RST methodology adopts the ideol-
ogy that while analysing if no change has been observed 
in the quality of approximation, the condition attribute can 
be avoided. The present study holds each attribute equally 
important based on the analysis of both rough set and ML 
approaches. Therefore, all the conditional attributes be-
come a reduct as well as core attributes. Accordingly, each 
of these attributes holds significant value especially when 
it comes to identifying train preference by the passengers. 

From the perspective of ML analysis on the dataset, it 
is observed that the attributes or features are scarcely cor-
related with a maximum value of 0.52 between Cleanliness 
and safety. Moreover, all the eight attributes are very high-
ly correlated (≈0.93) on the target attribute overall rating. 
Both these facts infer that all the features are important 
and therefore are not eliminated. Furthermore, we have 
conducted a comparative analysis of the 3 ML estimators 
for predicting a suitable train on behalf of a passenger 
during the course of the journey. These ML estimators in-
clude ETC, SVMC and MNBC. The performance of these ML 
estimators is measured based on 7 performance metrics 
including accuracy, precision, recall, f1-score, AUROCCS, 
HL and MCC. Here, we observe that SVMC emerges as the 
superior estimator among the 3 with its enhanced predic-
tive capability as far as our dataset is concerned.

In future, we would like to use the 2 ways analysis ap-
proach constituting the rough set and ML approaches in 
different spheres of the IR (including prediction of pas-
senger ticket confirmation, prediction of vital criteria for 
improvement of railways platforms and predicting the 
suitable geographical cohorts for the construction of the 
railway tracks of the high speed bullet trains), with an ob-
jective to serve the IR so that this prestigious Government 
organization can provide a hassle free service to the pas-
sengers.
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